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k-means++ via MapReduce
k-means++ Initialization (copied from Wikipedia):
1. Choose one center uniformly at random from among the data points.
2. For each data point x, compute D(x), the distance between x and the nearest 

center that has already been chosen.
3. Choose one new data point at random as a new center, using a weighted 

probability distribution where a point x is chosen with probability proportional 
to D(x)2.

4. Repeat Steps 2 and 3 until k centers have been chosen.
5. Now that the initial centers have been chosen, proceed using standard k-

means clustering.
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Empirical Results

k-means k-means++ k-means**

Average Error 181.9 106.1 252.7

Minimum Error 103.7 99.8 108.7

Average Time 3003 4375 1705

n = 2.5 million, d = 68, k = 10



Thank you!


